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ABSTRACT: Considerable advances in manipulating heat flow in solids have
been made through the innovation of artificial thermal structures such as thermal
diodes, camouflages, and cloaks. Such thermal devices can be readily constructed
only at the macroscale by mechanically assembling different materials with distinct
values of thermal conductivity. Here, we extend these concepts to the microscale
by demonstrating a monolithic material structure on which nearly arbitrary
microscale thermal metamaterial patterns can be written and programmed. It is
based on a single, suspended silicon membrane whose thermal conductivity is
locally, continuously, and reversibly engineered over a wide range (between 2 and
65 W/m·K) and with fine spatial resolution (10−100 nm) by focused ion
irradiation. Our thermal cloak demonstration shows how ion-write micro-
thermotics can be used as a lithography-free platform to create thermal
metamaterials that control heat flow at the microscale.
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Thermal metamaterials are heterogeneous structures
designed to provide qualitatively new thermal function-

alities that cannot be achieved in homogeneous, natural
materials. At the macroscale, theoretical advances in trans-
formation thermotics1 have stimulated experimental demon-
strations of various thermal devices to precisely route the heat
flow in thermal cloaks,2−4 shields,5 camouflages,6 inverters,3

concentrators,3 or thermostats.7 These macroscopic devices
utilize different materials with highly contrasting thermal
conductivities (e.g., metals and polymers) that are mechan-
ically integrated into the designed geometric pattern. One
previous approach to scale these macroscopic thermal devices
down to the microscale relies on drilling small holes in
suspended crystalline membranes by nanopatterning with
electron-beam lithography.8 These holes contrast with the
crystalline regions with zero thermal conductivity and enable
the formation of binary composite thermal structures, similar
to those of macroscopic devices; we refer to this configuration
as “digital”, because the thermal conductivity takes two
discrete, fixed values in the composite. However, this approach
is insufficient in general cases, and a different “analog”

configuration is needed where more than two values, or even
continuous variation of local thermal conductivity, are needed.
For example, in order to implement a thermal cloak, there
must be at least three distinct values of thermal conductivity
available to block the heat from entering the cloaked object
and to route the heat around the object.2 However, mechanical
integration of distinct materials at the microscale presents
daunting technical challenges, and even if successful,
mismatched thermal expansion and non-negligible thermal
resistances at the interfaces between different materials would
destroy the desired heat flow manipulation. Analog-like,
continuously varied values of thermal conductivity could be
mimicked by averaging over an area with different filling
fractions of small holes, but this effective-medium approach is
fundamentally incompatible with the microscopic length scales.
In this work, we develop a platform for ion-write

microthermotics (IWMT), where a thin (∼120 nm),
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suspended, single-crystal Si membrane is locally irradiated by a
tightly focused (∼1 nm) He+ ion beam in a helium ion
microscope (HIM) to create microscopic patterns. Depending
on the dose of the irradiation, the local thermal conductivity
(κ) of Si can be suppressed by more than 1 order of magnitude
from the crystalline phase value to the amorphous phase value,
as recently demonstrated in nanowires at room temperature.9

The continuous tuneability of κ and the monolithic nature of
the composite eliminate the aforementioned issues arising from
the “digital” approach. The thermal conductivity suppression is
also reversible upon a modest thermal annealing in a N2
environment, offering reprogrammability of the IWMT. The
IWMT provides a versatile platform with which microscopic
patterns of thermal metamaterials can be designed and written
to reroute local heat flow and achieve desired thermal
functions. For example, we show that the IWMT enables
thermal cloaking of objects that are 3 orders of magnitude
smaller in size than in previous demonstrations.3,4

Figure 1a illustrates the device structure that demonstrates
and characterizes the IWMT platform. The structure is based

on the suspended micropad devices that were developed to
measure the thermal conductivity of individual nanotubes,10,11

nanowires,12,13 and nanoribbons.14 Here, a single-crystal Si
membrane bridges two micropads suspended from the solid
substrate by long and flexible SiNx arms. The major difference
from previous suspended micropad devices is that unlike in
previous cases where the measured object is transferred to and
bonded onto the two pads by focused ion beam (FIB)
processing, here the Si membrane is monolithically integrated

into the two pads via a Si base.15 This design eliminates the
thermal contact resistance16 between the membrane (the heat
channel) and the pads (the heat source and sink). As shown in
Methods, convective and radiative heat losses from the pads
and membrane are also negligible. Serpentine Pt electrodes
were fabricated onto both pads and were electrically isolated
from the Si base with a SiNx layer. The Pt electrodes serve as
both microheaters and thermometers for the thermal
characterization of the Si membrane. The Si membrane (120
nm) is designed to be thinner than the projected stopping
distance (242 nm with longitudinal straggle of 99 nm) of the
25 keV He+ ions generated by the HIM (see SRIM simulation
in Supporting Information), so that most of the irradiating ions
pass through the Si membrane, leaving behind uniform lattice
damage in the form of point defects of broken bonds and
atomic interstitials and vacancies. The energy of the He+ ions
was chosen to be relatively low so as to maximize the nuclear
stopping power (hence lattice damage) versus the electronic
stopping power,17 albeit not too low in order to avoid
unwanted doping of the Si membrane with He atoms.
After irradiation with the ion beam, the irradiated area

appears darker in both optical (Figure 1b) and SEM (Figure
1c) images. Figure 1b shows an optical image of a suspended Si
membrane, where circles were written with the ion beam.
Figure 1c shows an SEM image of another pattern consisting of
periodic pristine and heavily irradiated regions with a period of
60 nm. The tight focal spot size (∼1 nm) of the ion beam and
the small transverse straggle (see Supporting Information)
allow a very fine spatial resolution (<100 nm in general, or <10
nm for doses <1015 ions/cm2) of the features patterned onto
the Si membrane. Transmission electron microscopy (TEM)
analysis of the pristine (i) and heavily irradiated (iii) regions,
as shown in Figure 1d, reveals that the heavily irradiated region
becomes amorphous, which is in stark contrast to the single
crystal phase in the pristine region. Such microstructural
change of the membrane lays the material foundation for the
device mechanisms of the IWMT platform, as analyzed in
detail below.
Prior to device demonstration of the IWMT platform, we

investigate the effects of He+ ion irradiation on the thermal
conductivity (κ) of the Si membrane. Figure 2a shows the
experimentally measured variation of κ in response to the ion
irradiation over a wide range of temperatures. Here the
channel is uniformly irradiated by rastering the ion beam over
the entire suspended part of the Si membrane between the

Figure 1. The IWMT platform created by local He+ ion irradiation.
(a) Schematic showing writing of local thermal conductivity in
suspended single-crystal Si membrane using the He+ ion beam. (b)
Optical image of a real thermotic device consisting of a suspended Si
membrane bridging two micropads. The Si membrane is patterned
with a thin circle (region iii, darker reflection) at a heavy dose of 1018

ions/cm2, a broader circle (region i) remaining pristine, and
everywhere else (region ii) at a low dose of 5 × 1014 ions/cm2.
The outer boundary of region i is highlighted with a dashed circle to
guide the eye. (c) SEM image of another Si membrane where a
periodic pattern of pristine (region i)/heavily irradiated (region iii) is
created with a period of 60 nm. (d) HRTEM images of a 30 nm thick
Si layer irradiated with doses equivalent to regions i and iii in panel b,
showing single crystal and amorphous Si phase, respectively.

Figure 2. Modulating thermal conductivity using He+ ion irradiation.
(a) T-dependent thermal conductivity (κ) of the Si membrane after
irradiation for a wide range of doses (in ions/cm2). The curves are fits
using a model including phonon scattering by defects, boundaries, and
other phonons. (b) HRTEM images of a 30 nm thick Si layer
irradiated with different doses. Insets: SAED pattern corresponding to
the different doses of irradiation for 120 nm thick Si.
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micropads; the irradiation dose is calculated from the beam
current and irradiation time and area. The thermal
conductivity measurements were performed inside a vacuum
of <10−6 Torr to minimize the parasitic convection loss (see
Methods for details). The Si membranes used for the κ
measurements have typical widths of 2 μm, thicknesses of 120
nm, and lengths of 20 μm; these small widths were used to
ensure accurate thermal resistance measurements for all sample
irradiation levels (see Methods).
The pristine Si membrane shows a typical, nonmonotonic T-

dependent κ with a room-temperature value of 65 ± 5 W/m·K,
which is in good agreement with reported values in literature18

for size-reduced single-crystal Si with comparable thickness.
We note that as these membranes are only lightly doped with a
resistivity above 20 Ωcm, the electronic contribution to κ is
negligible and the measured κ is completely dominated by the
phonon contribution. As the irradiation dose increases from 2
× 1013 to 1 × 1018 ions/cm2, a monotonic suppression of κ(T)
is clearly observed. For example, at the dose of 1018 ions/cm2,
the room-temperature κ and peak κ are reduced from those of
the pristine Si by a factor of 30 and 33, respectively. It is worth
noting that in addition to the overall suppression of κ, the peak
of κ(T) shifts gradually toward higher temperatures, indicating
increased scattering of phonons by defects and domains newly
created in the crystal. The peak vanishes in the measurement
temperature range (<300 K) for irradiation doses exceeding
∼1017 ions/cm2, corresponding to amorphization of the Si
membrane as shown later.
The suppression of κ in Figure 2a is quantitatively consistent

with that in ref 9 where κ of irradiated Si nanowires was
measured only at room temperature. In contrast, the κ
suppression observed over the wide temperature range and
peak shifts measured in this work provide much richer
information regarding the suppression mechanism. In addition,
the suppression of the pristine κ value is less severe for our
membrane (room-temperature κ = 65 W/m·K for 120 nm film
thickness) than for the previous Si nanowire geometry (room-
temperature 50 W/m·K for 160 nm nanowire diameter),9

which enables better heat transfer rates through the pristine
region of the IWMT, an effect beneficial for heat flow control.
To further correlate the microstructural evolution of the

material with the reduction in κ, we performed systematic
high-resolution transmission electron microscopy (HRTEM)
and selected area electron diffraction (SAED) analysis on the
Si membranes after irradiation with different doses as shown in
Figure 2b. For the pristine sample, the analysis confirms that
the membrane is perfectly single crystalline with the (100)
plane parallel to the membrane plane. The membrane remains
single-crystalline after the irradiation with doses up to 1016

ions/cm2. Beyond this dose, an amorphous phase starts to
form inside the crystalline Si matrix, which becomes significant
after 1017 ions/cm2 irradiation. At ∼1018 ions/cm2, the
membrane is completely amorphized, as seen from the
corresponding SAED pattern where the diffraction spots are
lost and only diffusive rings are seen. This gradual evolution
from point defects to amorphization of Si is consistent with
previous demonstrations of ion-irradiation driven amorphiza-
tion in Si.19,20

This analysis indicates that the suppression of κ is
dominated by phonon scattering from point defects and
amorphous domains in the low and high dose irradiation
regimes, respectively. The measured κ(T) was fitted by
adopting a conventional model21 that incorporates Umklapp,

defects, and boundary scatterings using the Matthiessen’s rule
and the Born−von Karman dispersion for acoustic phonons.
The impurity scattering is the only free parameter adjusted in
the fitting, and the obtained impurity scattering rate increases
monotonically with the irradiation dose, as shown in the
Supporting Information. The data demonstrate the focused ion
irradiation to be a powerful tool for engineering local thermal
conductivity of materials from the single-crystal phase
continuously to the amorphous level. The spatial resolution
is ∼100 nm for the suppression of κ by a factor of 30, or even
below ∼10 nm for κ suppression by a factor of 2 (see
Supporting Information for spatial resolution discussion).
Below we will also show that such engineering of κ is largely
reversible.
The ability of the IWMT platform to route heat flux using

these fine features enables the construction of a range of
microscale thermal devices. A thermal shield routes heat fluxes
around a small object via exquisite design of local thermal
conductivity tensors, shielding the object from the external
heat flux. A thermal cloak is a special type of shield that hides
the object from far-field thermal detection, which requires
rerouting the heat flow around the object while also mandating
that the external heat flow is unchanged by the addition of the
cloak and object.2,3

Thermal shield and cloak structures have been experimen-
tally demonstrated at the macroscale (e.g., centimeters) using
materials of contrasting thermal conductivity.3,4 However,
these macroscopic devices are too large to control heat flows at
the microscale. Our IWMT approach provides a monolithic
platform, on which the thermal shield and cloak can be readily
constructed. Proving the function of these devices, however,
requires spatial mapping of temperature over the entire device
area, which is challenging at the microscale. We employ
thermoreflectance imaging (TRI)22−24 to map the temper-
ature, which offers higher spatial resolution and temperature
sensitivity than infrared thermography.
TRI is a noncontact optical technique for measurements of

temperature variation on a surface by taking into account the
change of optical reflectivity from the surface at different
temperatures.25,26 The relative change in reflectivity (ΔR)
from the mean optical reflectivity (R) of a sample is related to
the change in temperature (ΔT) of the surface using the
thermoreflectance coefficient (Ctr) as ΔR/R = CtrΔT.27−30
Because Ctr depends on the material, its surface roughness, and
the wavelength of light used for measurement, it needs to be
well calibrated for each sample prior to actual measure-
ments.27,28 The illumination wavelength chosen to max-
imizeCtr is typically in the range of 400−800 nm, and
is suitable for submicron imaging. All TRI in this work is
performed using blue light (∼470 nm), which is recommended
for Si.30 The thermal cloaks are microscopic suspended
membranes which make it impossible to directly calibrate
them using steady-state temperature cycling, typically used in
determining Ctr of substrate-supported devices. For calibration
of the suspended thermal cloaks, we use a transient calibration
method, TransientCAL, which has been previously used in Ctr
estimation of nanoscale features.31 First, temperature cycling is
used to determine a reference Ctr of a substrate supported
material that is also present in the suspended heater pads. The
thermal cloak is uniformly heated and cooled and transient
thermal images of the suspended assembly (thermal cloak and
the heater pads) are taken. Using the transient calibration
method, these images and the reference Ctr is used for
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obtaining a Ctr map of the thermal cloak. This is then used to
extract the temperature map of the suspended thermal cloak
(see Methods for measurement conditions and setup and the
Supporting Information for details).
We first design a thermal cloak with two concentric rings

(hence called “bilayer” design). Three distinct regions with
different κ are created in the system as shown in the top panel
of Figure 3a; κ values of regions i, ii, and iii are designed to be
65, 40, and 2 W/m·K at room temperature, respectively.
Finite-element simulations (Figure 3a, second through fourth
panels) show that such a device effectively shields the thermal
flux around the central circle when it is thermally biased with a
nearly uniform temperature distribution in the shielded region
(see Methods). The numerical heat flux map |qx(x,y)| (Figure
3a, fourth panel) obtained from the temperature map T(x,y)
using Fourier’s law confirms that the heat flux in the shielded
region is very small. The larger heat flux in the pristine region
of the cloak shows that the heat is efficiently routed around the
shielded region, compensating for the additional thermal

resistance of the low-conductivity region iii. As discussed in the
Methods, the simulations predict that the total heat flow is
changed by less than 1% through the addition of the cloak, and
that the heat flow is only very weakly dependent on the
thermal conductivity of the cloaked object (i.e., the innermost
zone ii in Figure 1a).
An experimental bilayer thermal cloak is written on the Si

membrane with the ion beam (Figure 3b) following the design
pattern, and regions i, ii, and iii are irradiated with a dose of 0
(pristine), 5 × 1014, and 1 × 1018 ions/cm2, respectively. The
temperature distribution of the system under thermal bias,
mapped by the TRI technique (second and third panels in
Figure 3b), shows that indeed the temperature in the middle
circular region appears as a plateau with nearly isothermal
distribution. Because the pristine region (region i) of the cloak
has a higher thermal conductivity than the cloaked object, this
indicates that the heat is mostly routed around the central
region. The heavily irradiated region (region (iii) prevents the
heat from leaking into the central region, as is required for

Figure 3. Thermal cloaks demonstrated with the IWMT platform. (a) Top to bottom: design of a bilayer thermal cloak. The concentric i, ii, and iii
regions were irradiated with 0 (pristine), 5 × 1014, and 1 × 1018 ions/cm2, and have κ of 65, 40, and 2 W/m·K at room temperature, respectively;
simulated temperature distribution T(x,y) of the design where the right and left edges are set at 330 and 300 K, respectively; FEM-simulated
temperature profile of the device along the straight lines indicated in the panel above; local heat flux map |qx(x,y)|, obtained from Fourier’s law qx =
−κ dT/dx. (b) Top to bottom: optical image of the bilayer thermal cloak realized on the IWMT platform following the design in a (the black dot is
a dust particle contamination); temperature distribution of the device mapped by the TRI technique; measured temperature profile of the device
along the straight lines indicated in the panel above; local heat flux map |qx(x,y)| obtained from Fourier’s law. (c) Top to bottom: optical image of a
quadlayer thermal cloak realized on the IWMT platform following the design in the Supporting Information; temperature distribution of the device
mapped by the TRI technique; measured temperature profile of the device along the straight lines indicated in the panel above; local heat flux map |
qx(x,y)| obtained from Fourier’s law. The three regions of darkest, intermediate, and lightest contrast in the optical image were irradiated at 0, 2 ×
1015, and 1 × 1018 ions/cm2 and have κ of 65, 30, and 2 W/m·K, respectively. The results in panels b and c show that the IWMT platform enables
heat flux routing around the central region, as required for thermal cloaking.
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thermal cloaking. The last panel of Figure 3b shows the

experimental heat flux map κ| | =qx
T
x

d
d

obtained from the

experimental T profile in the second panel of Figure 3b (see
the Supporting Information for more details). This heat flux
map demonstrates the thermal cloaking effect predicted by the
simulations in Figure 3a. Lastly, it can be noted that the TRI
temperature profiles and heat fluxes in Figure 3 display
asymmetries that are not observed in the idealized thermal
cloak simulations. The causes of this behavior are not fully
understood, but could arise due to slight asymmetries in the
device introduced during fabrication or due to nonuniform
thermal tilts created during operation (see Supporting
Information).
The IWMT platform can also be used to implement thermal

cloak designs which have finer structural features than the
simplest bilayer cloak. For example, Figure 3c shows a second
device with a “quadlayer” design, in which two circular heat
barriers instead of just one (as used in the first device) are
fabricated. This quadlayer device is designed with three distinct
values of κ of 65, 30, and 2 W/m·K, which were realized on the
IWMT platform by irradiation at 0, 2 × 1015, and 1018 ions/
cm2, respectively. TRI mapping in Figure 3c shows an
enhanced uniformity of the temperature distribution in the
inner circle compared to the bilayer design.
The experimental |qx(x,y)| maps for both the bilayer and

quadlayer cloaks show that the heat flux magnitude is
significantly larger in the pristine region of the cloak than in
the central cloaked object, indicating efficient thermal cloaking.
The numerical predictions for the quadlayer temperature
profile and heat flux are shown in Figure S6. For the bilayer
(quadlayer) cloak, the mean experimental heat flux within the
cloaked region ⟨qx⟩ = 1.6 × 107 Wm−2 (0.9 × 107 Wm−2).
These values represent factor of ∼4 (∼5) reductions compared
to the predicted values in the absence of a thermal cloak, about
6 × 107 Wm−2 (4.5 × 107 Wm−2). In Figure S7, we also show
that the temperature gradient in the cloaked region of the
quadlayer cloak is insensitive to the total heat flux imposed at
the edge of the cloak, as expected.
Both the bilayer and quadlayer devices utilize the finely

structured local thermal conductivity of the IWMT to bend
heat flow around the central object. These designs necessitate
the continuous control of thermal conductivity and monolithic
integration of different constituents as achieved in the IWMT.
Obviously, the IWMT can be configured to construct other
types of thermal devices as well. In the Supporting
Information, a classical thermal rectifier based on temper-
ature-dependent thermal conductivities32,33 is also demon-
strated in the IWMT at 200 K, where the thermal conductance
differs by 2.4% when the heat flow direction is reversed under a
temperature bias of 30 K.
Lastly, we show that the suppression of κ in the IWMT is

also reversible and rewritable. As shown in Figure 4a, the
room-temperature κ is suppressed, relative to the original
κpristine = 65 to 55 W/m·K (≈ 0.85κpristine) by irradiation of 10

14

ions/cm2. A moderate anneal of the device in an N2 gas at 300
°C restores the suppressed κ to 62 W/m·K (≈ 0.95κpristine). For
irradiation at higher doses, the suppression is greater whereas
the recovery of κ is less. For example, after irradiation using
1015 ions/cm2 (Figure 4b), κ is suppressed to 33 W/m·K =
0.51κpristine, and annealing restores it to κ = 60 W/m·K =
0.92κpristine. Importantly, after the initial annealing, the system
appears to be locked into two stable states, such that

subsequent treatments of irradiation and annealing under the
same condition always set and reset κ between the low (33 W/
m·K) and high (60 W/m·K) values. Therefore, akin to
nonvolatile resistive random-access memory, the initial
irradiation serves as a forming process, and the subsequent
annealing and irradiation can repeatedly erase and encode the
thermal conductivity distribution in the membrane.
In this work, a versatile platform is developed to reversibly

write microscale thermal metamaterials. Using the platform, we
experimentally demonstrate thermal cloaking at the microscale
for the first time. The capability of controlling microscale heat
flow using this platform opens opportunities to explore novel
ideas for microscopic thermal management. As the spatial
resolution of the ion writing is much smaller than that of the
phonon mean free path (MFP) in crystalline Si (∼50% of the
heat carried by phonons with MFPs of at least 1 μm at room
temperature, and longer for lower temperatures34), sub-MFP-
sized devices can also be written onto the IWMT platform,
which are potentially able to ballistically route thermal phonon
transport for exploring exotic thermal effects beyond the
Fourier law.35,15 The gradual and controlled transition from
the crystalline to amorphous phase in the IWMT also offers an
ideal material system with which to test novel thermal
conduction physics, such as the transition from thermal
phonons to heat- carrying local vibration modes (or the so-
called propagons and locons, respectively).36 Using other
ultrathin materials such as graphene37 as the membrane, an
even wider range of modulation of thermal conductivity could
be achieved, which may enable improved performance or new
functions. In this sense, the ion-write microthermotics
demonstrated here has the potential to serve as a versatile
platform with which to control heat flow at the microscale,
akin to what nanofluidics does for fluids.

Methods. Device Fabrication. Fabrication of the sus-
pended microdevices started with 6 inch silicon-on-insulator
wafers (SOI) (vendor, SOITEC). The device layer of the SOI
was lightly p-doped and single-crystalline with a resistivity of

Figure 4. Reversibility and rewritability of the irradiation-engineered
thermal conductivity. (a) κ(T) curves of a pristine Si membrane, after
He+ ion irradiation (dose = 1014 ions/cm2), and after anneal (300 °C
in N2 for 2 h). The anneal largely recovers the thermal conductivity.
(b) The same for He+ ion irradiation at a higher dose (1015 ions/cm2)
and sequential, repeated anneal-irradiation steps, showing the
reversibility of the process after the first anneal. The curves are fitted
lines using the model described in text and the Supporting
Information.
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20−30 Ω·cm, hole concentration of ∼1015 cm−3, (100) crystal
orientation, and thickness of 200 ± 5 nm (thinned down to
120 nm in the final device). The buried silicon oxide layer and
handle substrate were 200 ± 10 nm and 625 ± 10 μm thick,
respectively. The silicon layer was patterned to define and form
the silicon membrane below and between the two pads using
photolithography (ASML 5500/300 DUV stepper) and a deep
reactive ion etching process (SPTS ICP-SR deep reactive ion
etcher). A 300 nm thick, Si-rich, low-stress SiNx layer was
deposited by low-pressure chemical vapor deposition, followed
by metallization of 2 nm Cr and 50 nm Pt for the electrodes
using sequentially the stepper photolithography, sputtering,
and lift-off. Afterward, the SiNx layer was patterned followed by
reactive ion etching to expose the silicon membrane channel
bridging the two pads. The wafer was cut into small chips of
9.2 × 9.2 mm in size, each containing 72 microdevices with
silicon membrane channel of various lengths. After defining the
width of the silicon membrane channel using electron beam
lithography (Crestec CABL-9000) and ICP etching (Oxford
PlasmaLab 150 inductively coupled plasma etcher) using
hydrogen bromide, the devices were finally released from the
substrate by backside photolithography and selective deep
reactive ion etching.
Irradiation. The suspended Si membrane was irradiated by

He+ ions using a helium ion microscope (HIM, Zeiss ORION
NanoFab). The incident ions were generated at the atomically
sharp gas field-ionization source using a helium gas pressure of
∼2 × 10−6 Torr. The acceleration potential and beam spot size
were set to 25 kV and ∼1 nm diameter (10 μm aperture),
respectively. The irradiation doses were controlled by varying
the beam current, dwell time, and scan spacing. A 2 pA beam
current, 1 μs dwell time, and 0.25 nm scan spacing were used
for most of the irradiation processes, except for the highest
doses (1017 and 1018 ions/cm2), which used a 10 nm spacing
and 40 pA beam current (70 μm aperture). All patterns were
designed and written using the NanoPatterning and Visual-
ization Engine (NPVE) program from Fibics, Inc.
Thermal Conductivity Measurements. Thermal conduc-

tance (G) of the membrane was measured using the suspended
micropad devices11,13 placed in a cryostat with a vacuum
chamber (pressure <10−6 Torr). Serpentine Pt electrodes
predeposited on the two symmetric, suspended SiNx pads act
as microheater and thermometer for the thermal measure-
ments. G was measured using the expression G = (Q × ΔTc)/
[(ΔTh)

2 − (ΔTc)
2], where Q is the Joule heating power of the

Pt microheater, and ΔTh and ΔTc are the temperature change
of the hot and cold SiNx pads, respectively.

11

When a dc current (0−15 μA) flowed into the Pt
microheater on the heating pad, ΔTh and ΔTc were
simultaneously recorded by lock-in amplification of the Pt
heater/thermometer resistance to an additional ac current
(500 nA) applied to the microheater. The temperature
coefficient of resistance (TCR) of the Pt heater/thermometer
was precalibrated by quadratic fitting to its resistance as a
function of global temperature prior to each measurement. The
monolithic silicon device fabrication method ensures that there
are no thermal contact resistances at the device−pad interface.
The analysis of the measurement above assumes that the
heating and sensing pads are isothermal; as discussed in the
Supporting Information, this isothermal-pad analysis is valid in
this scenario because the sample’s thermal resistance (i.e., 1/
G) is always at least an order of magnitude larger than the
spreading thermal resistance due to conduction near the pad−

device interface. The thermal conductivity measured in this
study has a <5% error, considering the errors of electrical
measurements, as well as measurements of the sample
dimensions.

TEM Characterization of Irradiated Silicon Membrane.
HRTEM data was taken in an FEI Titan at 300 keV from a test
Si membrane sample. The sample was irradiated to the same
dose as the devices but was thinner (∼30 nm, as opposed to
120 nm as in the devices) to allow for HRTEM imaging.
SAED data was taken in a Zeiss Libra TEM at 200 keV.

Single devices with irradiated Si regions were mounted into an
appropriate substrate using a low-temperature curing epoxy
(200 °C). Using the pristine crystalline region of each film, the
sample was tilted until the electron beam direction coincided
with the Si ⟨100⟩ direction. Then, diffraction data was acquired
for each radiation dose.

Thermoreflectance Imaging. The thermoreflectance co-
efficient (Ctr) was calibrated for the suspended materials
following the established TransientCAL method presented in
ref 31 followed by their steady-state thermal characterization.
We used the TRI measurement setup (Microsanj NT-210B) in
which an LED through a microscope objective illuminated the
device under test (DUT) as it was biased, and a phase-locked
CCD camera captured the reflectance signals from the surface
of the DUT.31,38 A blue-light LED (wavelength ∼470 nm),
which is suited to silicon devices, was used throughout the
experiment with a 100×, 0.6 NA (numerical aperture)
microscope objective. We determined the Ctr of a substrate
supported platinum (Pt) contact pad using steady-state
measurements by hot−cold temperature cycling. A 20 μs
biasing pulse (at 2% duty cycle, total period 1 ms) was applied
to both heaters and transient thermal images of the suspended
assembly (Si membrane and heater pads) cooling to ambient
temperature were captured up to 670 μs. These were used with
the TransientCAL technique and a reference Ctr to obtain the
calibration Ctr map of the membrane. We extracted the Ctr of a
SiNx region on the (suspended) heater using the Pt Ctr, and
used this as the reference Ctr with the transient images to
obtain the Ctr map by the TransientCal technique.31 SiNx, a
rectangular area present on the (suspended) heater pad, was
more suitable as the reference region than the narrow Pt
serpentine region. After the calibration procedure, a 20 μs bias
pulse was used to heat one side of the Si membrane to obtain
thermoreflectance signals at the steady state operating
temperature. These were used with the Ctr map to extract
the heat flow across the device and obtain the final temperature
map on the surface of the Si membrane.
The TRI measurements were done near room temperature.

Convective heat loss from the device is estimated to be ∼10−6
W, which is much lower than the heat flux flowing in the Si
membrane (about 10−4 W). Similarly, the temperature of the
device was kept no more than ∼350 K, and radiative heat loss
is estimated to be less than 10−8 W.

Concept and Simulation of Thermal Cloak. Two-dimen-
sional (2D) thermal cloaks hide thermal information about a
cloaked object from far-field measurements in the 2D plane.
To illustrate thermal cloaking, consider one-dimensional heat
flow through a medium of thermal conductivity κm. If an object
with a thermal conductivity κo ≠ κm is embedded in the
medium, the steady-state temperature profile and heat flux
vectors are modified. The goal of the thermal cloak is to restore
the original 1D temperature profile and heat flows outside of
the cloaked region, such that thermal measurements do not
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reveal the presence of the cloaked object. Thermal cloaks
achieve this restoration by routing the heat around the object
without changing the magnitude of the total heat flow. Because
the heat does not flow through the object, the cloaked object is
ideally isothermal and the total heat flow is insensitive to κo.
Building on the designs of previously developed macroscopic

thermal cloaks,4 we designed microscale thermal cloaks with
bilayer and quadlayer designs. We consider cylindrical thermal
cloaks patterned into a background material that is lightly
irradiated to achieve an intermediate conductivity κm (region ii
in Figure 2). Thin layers of heavily irradiated Si with a low
thermal conductivity κl (region iii) encircling the object
provide insulation to prevent heat flow toward the cloaked
object, whereas thicker cylindrical regions of pristine Si with a
high thermal conductivity κP (region i) route the heat around
the object. The rectangular background region has a length L
along the direction of global heat flow x, width w in the
orthogonal in-plane direction y, and thickness t. We perform
2D steady-state finite-element method (FEM) COMSOL
simulations to find the temperature profiles and total heat
flows through cloaked objects. We applied constant temper-
ature boundary conditions at x = 0 and x = L and adiabatic
boundary conditions at y = 0 and y = w. We ensure mesh
convergence by calculating the total heat flow in the x-
direction and verifying that the total heat flow is converged to
<0.01%.
From a design perspective, it is desirable to obtain large

thermal conductivity contrast to enable efficient cloaking of
large cloaked regions. For a given range of finite conductivity
ratios and a certain cloaked object size, multiple cloak designs
(e.g., bilayer, quadlayer, composite, or transformation-
thermotic) can potentially be implemented; the design details
and underlying theory of such cloaks have been previously
discussed in the literature.1,4,39 To compare the performance of
the two cloak options selected for the IWMT demonstrations,
we introduce several cloaking metrics. First, we want the total
heat flow Q from the hot edge at Th to the cold edge at Tc with
the cloaked object present to be identical to the total heat flow
through a homogeneous material with conductivity κm.

Therefore, a perfect cloak would have * = =
κ −

Q 1QL
tw T T( )m h c

.

Second, we want Q to be insensitive to the value of the object
thermal conductivity κo, demonstrating that the cloak is
effective for many objects. One way to quantify this sensitivity

is the dimensionless derivative δ =
κ− ( )L

wt T T
Q

( )
d
dh c o

which

should be small compared to unity. Lastly, we want the
dimensionless temperature gradient at the center of the object

=
−

g L
T T

T
x( )

d
dc h
to be smaller than unity, indicating that the

cloak is effectively rerouting the heat around the object. We
note that using κo = κm provides the most challenging cloaking
test: if κo ≫ κm, then g is always much less than 1 (even for a
poor cloak) because the object is a “thermal short circuit” with
no appreciable temperature gradients. Similarly, if κo ≪ κm,
then δ is always much less than 1 (even for a poor cloak)
because the object is a “thermal open circuit” and all of the
heat flows around the cloaked object.
For our final designs demonstrated in Figure 3, we selected

the geometric parameters to optimize these cloaking metrics
while ensuring that the object size was large enough to enable
accurate TRI measurements and that the highly irradiated
section was as small as possible. The limit on the highly

irradiated thickness arises because the TRI signal displays
artifacts due to irradiation-induced surface roughness. We
found that our bilayer cloak design in Figure 3a with κo = κm =
40 W/m·K provides simulated cloaking values of Q* = 0.996, δ
= 0.07, and g = 0.50. In particular, the small value of δ indicates
that the measured Q is quite insensitive to the object’s thermal
conductivity, because in the absence of a thermal cloak this
geometry has δ = 0.24. The simulations of the quadlayer cloak
shown in Figure 3c with κo = κm = 30 W/m·K displays similar
cloaking capabilities (Q* = 1.07, δ = 0.07, and g = 0.53) as the
bilayer cloak in Figure 2c. Lastly, we note that our simulations
neglect the interfacial thermal boundary resistance Ri between
the regions of different irradiation levels because Ri is expected
to be many orders of magnitude smaller than the thermal
resistances due to bulk conduction. For example, molecular
dynamics simulations of the crystalline/amorphous silicon
interface40 found that Ri = 0.2 × 10−9 K m2 W−1, a thermal
resistance which is smaller than the thermal resistance due to
conduction through 1 nm of amorphous silicon. This
insensitivity to Ri is another advantage of the IWMT platform
compared to macroscopically assembled thermotic devices.
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Thermal conductivity modelling. 

We model the thermal conductivity of silicon using the kinetic theory result 𝜿 =

𝟏

𝟑
∑ ∫ 𝑪𝝎,𝒑𝒗𝝎,𝒑𝚲𝝎,𝒑𝒅𝝎𝒑 , where 𝒑 indexes the phonon polarization, 𝝎 is the phonon frequency, 

𝑪𝝎,𝒑 is the volumetric modewise specific heat, 𝒗𝝎,𝒑 is the group velocity, 𝚲𝝎,𝒑 =  𝒗𝝎,𝒑𝝉𝝎,𝒑 is the 

mean free path, and 𝝉𝝎,𝒑 is the scattering time. This expression for 𝜿 assumes that the phonon 

dispersion relation and scattering rates are isotropic, an assumption which is commonly employed 

when modeling thermally isotropic materials such as silicon.  

We use the Born-von Karman isotropic approximation for the silicon phonon dispersion relation 

𝝎 = 𝝎𝟎 𝐬𝐢𝐧 (
𝟐𝒌

𝝅𝒌𝟎
), where 𝒌 is the phonon wavevector, 𝒌𝟎 = (𝟔𝝅𝟐𝜼𝑷𝑼𝑪)𝟏/𝟑 is the Debye cutoff 

wavevector fixed by the experimental primitive unit cell density 𝜼𝑷𝑼𝑪 = 𝟐. 𝟓 ∗ 𝟏𝟎𝟐𝟑 𝐦−𝟑 [1], and 

𝝎𝟎 = 𝟐𝒗𝒔𝒌𝟎/𝝅 is fixed by the experimental speed of sound 𝒗𝒔. We obtain 𝒗𝒔 by an unweighted 

averaged of the measured speeds of sound along the [100], [110], and [111] directions and obtain 

𝒗𝒔,𝑳𝑨 = 𝟖𝟗𝟕𝟑 𝐦/𝐬 for the longitudinal polarization and 𝒗𝒔,𝑻𝑨 = 𝟓𝟑𝟗𝟖 𝐦/𝐬 for the two 

transverse polarizations [1].  

We use Matthiessen’s rule to combine the phonon-phonon (Umklapp) scattering rate 𝝉𝑼
−𝟏, 

boundary scattering rate 𝝉𝑩
−𝟏, and impurity scattering rate 𝝉𝑰

−𝟏 as 𝝉−𝟏 = 𝝉𝑼
−𝟏 + 𝝉𝑩

−𝟏 + 𝝉𝑰
−𝟏. To 

model the phonon-phonon scattering, we use the relation 𝝉𝑼
−𝟏 = 𝑷𝝎𝟐𝑻 𝐞𝐱𝐩(−𝑪𝑼/𝑻) with the 

values 𝑷 = 𝟏. 𝟗 ∗ 𝟏𝟎−𝟏𝟗 𝐬. 𝐊 and 𝑪𝑼 = 𝟐𝟖𝟎 𝐊 , which were obtained by a fit to temperature-

dependent 𝜿 measurements of bulk silicon [2]. The film thickness and nanoribbon aspect ratio are 

used to calculate the boundary scattering mean free path for a rectangular nanowire assuming 
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fully diffuse boundary scattering [3, 4]. The form of the impurity scattering rate is 𝝉𝑰
−𝟏 =

𝑨𝝎𝟒: for the bulk sample, 𝑨 = 𝟐. 𝟓 ∗ 𝟏𝟎−𝟒𝟓 𝐬𝟑 .We obtain  the impurity scattering strength 𝑨 for 

each sample by fitting the measured 𝜿(𝑻). We note here that 𝑨 is the only free fitting parameter 

in the model.  

Suppplementary Table 1 shows the values of the impurity scattering strength parameter 𝑨 as a 

function of the ion dose. Here, 𝑨 was determined by fitting to the data shown in Fig 2 of the main 

text. 𝑨 increases monotonically with ion dose, representing the enhanced scattering with 

increasing point defect concentration. Supplementary Table 2 shows the values of  𝑨 used in the 

reversibility studies of Fig. 4a,b.  

 

Dose 

(ions/cm2) 

Pristine 21013 11014 11015 11016 11017 11018 

Impurity 

parameter 

𝑨 (10-45 s3) 

5.3 8.5 19 59 190 910 5500 

Supplementary Table 1: Impurity scattering parameters as a function of ion dose used in thermal 

conductivity modeling in Fig. 2. 𝐴 is the only free fitting parameter in the model. 
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Dose (ions/cm2) 11014 11015 

Pristine impurity 

parameter 𝑨 (10-45 s3) 

5.5 4.8 

Irradiated impurity 

parameter 𝑨 (10-45 s3) 

14 67 

Annealed impurity 

parameter 𝑨 (10-45 s3) 

7 13.5 

 

Supplementary Table 2: Impurity scattering parameters for pristine, irradiated, and annealed 

samples shown in Fig. 4. 

 

SRIM simulation of ion irradiation.  

Monte Carlo simulations were performed using the stopping and range of ions in matter (SRIM) 

and the transport of ions in matter (TRIM) programs [5] to evaluate and predict the lattice damage 

of the 25 keV He+ ion irradiation into the 120-nm-thick Si membrane. Considering the spot size 

(~1 nm) of the focused He+ ion beam, the irradiation dose was calculated by the accumulated 

number of incident ions. The simulation results listed in Table S3 and S4 and Figure S1 show 

that, (1) most of (> 99%) the incident He+ ions penetrate through the entire thickness of the 

suspended Si membrane without chemically doping the material, and (2) the defects introduced 

by the ion irradiation distribute reasonably uniformly across the thickness of the membrane. 

These SRIM and TRIM simulations indicate that the 25keV He+ ion writing has a lateral 

resolution that depends on both the film thickness and the irradiation dose, ranging from 10 nm 
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(for low doses < ~ 1015 ions/cm2) to ~100 nm (for high doses ~ 1018 ions/cm2) for the 120-nm-

thick Si membrane. 

 

Irradiation dose 

(ions / cm2) 

Si vacancies 

 / He ion 

Backscattered 

He ions 

Transmitted  

He ions 

1016 19.1 1.0% 99.0% 

1017 23.8 1.3% 98.7% 

1018 23.1 1.4% 98.6% 

Supplementary Table 3: Simulated number of Si vacancies created per incident helium ion, and 

the percentage of backscattered and transmitted He+ ions through the 120 nm-thick Si membrane. 

They add up to 100.0%, meaning that a negligible percentage of the He+ ions stay embedded in 

the Si membrane.  
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Figure S1: (a) – (c), SRIM simulated lattice damage when the 25keV He+ ions are focused onto a 

single spot (< 1 nm) at a dose of 1016, 1017 and 1018 ions/cm2, respectively. The entire area shown 

is 120 nm  120 nm for the longitudinal Y-Z plane (left panel) and 240 nm  240 nm for the 

transverse X-Y plane at the back surface of the membrane (right panel). It can be seen that the 

lateral scattering of damage ranges from ~ 10nm to ~ 100nm depending on the dose, which 

defines the spatial resolution for the ion writing. (d) When the focused ion beam is rastered over 

the sample for laterally uniform irradiation, the simulated vacancies generated distribute 

reasonably uniformly over the membrane thickness. Here the vacancy concentration is given in 

cm-3/cm-2, meaning that the real vacancy concentration (in vacancies/cm3) is this number 

multiplied by the irradiation dose (in ions/cm2). 
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Thermoreflectance imaging (TRI) operation  

The operation of the thermoreflectance imaging setup is briefly explained as follows.  

The device under test (DUT) was biased for a certain time period and duty cycle. The LED light 

pulses were offset by a specific time delay relative to the device excitation. The CCD camera, 

exposure time of which was set up according to the device excitation, captured the reflected LED 

light from the device, thus storing reflected light variations from the hot and cold surfaces. Refer to 

Figure S2 for the timing diagram for this experiment. The system took a reference image at the 

LED delay of t = 0 with respect to the device excitation, which was used for image registration, 

alignment of the t > 0 images, and also for controlling the piezo stage for the xy and z drifts to 

prevent any long term drifting of the sample. Details of this setup and alignment procedures can be 

found in Reference [6].  

 

 

 

Figure S2: Timing diagram for capture of the reference (cold) image and the hot image. For our 

measurements, we used a 20 µs voltage pulse to bias the heaters and 300 ns LED pulse for 

illumination. Blue circles show that the cold (reference) image was taken just before the device was 

turned ON, and the hot image was taken when the device reached steady state temperature after 

being powered ON. The CCD exposure time was adjusted to capture both the hot and cold images. 
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Thermoreflectance coefficient (Ctr) calibration and temperature mapping.  

Ctr calibration is done as a two-step process. First, steady state measurements are used for 

determining a single-value reference Ctr on a substrate supported material. Second, transient 

measurements, along with the reference Ctr, are used for obtaining a Ctr map on the suspended Si 

membrane. Thermal images are then taken at steady state temperatures and combined with the Ctr 

map to obtain the temperature distribution on the membrane.  

Substrate supported devices with microscale features and larger allow simple global heating of 

device carrier / substrate while observing the temperature to obtain a Ctr map. Using a 

thermoelectric module or a heating stage, the device carrier is cycled between high and ambient 

temperatures to obtain the varying intensity ‘hot’ and ‘cold’ CCD frames.  

For suspended MEMS devices, however, such a method for calibration is often not possible for the 

following reasons. First, isothermal heating of the device carrier does not allow for accurate 

temperature measurement on the membrane. The smallest thermocouples are 13-50 µm in size [7], 

using them for temperature measurement on the suspended heater pads or membrane is not possible 

due to the fragile nature of the device. Second, even if we somehow manage to measure the 

temperature in situ, there will be considerable edge effect artifacts caused by global thermal 

expansion. Global thermal expansion gains considerable importance at larger magnifications and 

when the feature sizes are in the sub-micron range. There is a considerable expansion of the heating 

stage and the thermal expansion of the sample interferes with the piezo stage corrections, thus 

leading to drifts and artifacts [6]. The smallest feature (ring linewidth) size in these devices is 

500nm and 250nm for the bilayer and quadlayer metamaterial membrane, respectively. In such a 

case, local heating of the sample in question is most accurate.  
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We use the suspended heater pads for local heating of the Si membrane, with transient calibration 

technique [6], which involves capturing of a series of thermoreflectance images of device cooling 

after it reaches a peak temperature and is turned off. However, as will be seen in the description of 

this method below, the transient calibration method does need a reference Ctr for determining T 

and extraction of Ctr map. We determine the Ctr of a Pt contact pad on the chip, which is substrate 

supported by steady state global heating. This is used to extract the (single-value) Ctr of the SiNx 

on the suspended heater. We use this as the reference Ctr for extracting the thermal cloak map. SiNx, 

which is present as a larger rectangular area on the heater pad, is better suited for use with the 

TransientCAL method than the narrower serpentine Pt pattern (see Fig. S3a). The SiNx Ctr value 

obtained by cycling the device on substrate between high and low temperatures was -5.010-4 K-1. 

Figure S3(a) shows the CCD image of the Si membrane and the heaters. For local heating, and to 

observe the thermal decay via transient thermoreflectance imaging, both heaters were equally 

biased to uniformly heat the membrane using a 20 µs (2% duty cycle) voltage pulse. The thermal 

cloak thus reached its peak temperature at 20 µs and began to cool subsequently. Using a larger 

duration pulse, for instance, 100 µs to ~1ms, led to large amount of heating of the suspended device, 

causing twisting and bending of the suspension, thus affecting the focus and reflectance data. We 

therefore used small duration pulse at 2% - 20% duty cycle to avoid overheating and allow for 

enough cooling time. We collected ~14 transient thermoreflectance images from ~20 µs to 670 µs 

separated by a time interval of 40 s. Each image was averaged for 1000 seconds to minimize the 

noise.  

Two SiNx regions (blue and red regions on the heater in Figure S3(a)) were selected on the micro 

heaters to be used as reference microscale structures for the transient calibration.  ΔT for these 

regions was ascertained by the reference Ctr value obtained above (-5.010-4 K-1). The transient 

cooling temperatures for these regions can be seen in Fig. S4 (a). It can be seen that ΔT of these 
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regions approached zero in a few hundred microseconds after the heaters are turned off. This is as 

expected and we used this value for transient calibration.  

Assuming uniform heating of the suspended heaters and the Si membrane, this 𝛥𝑇 was used as a 

reference to determine the thermoreflectance coefficients on a pixel by pixel basis thus obtaining a 

Ctr map of the Si membrane using the TransientCAL method. Figure S3(b) shows the Ctr map of the 

membrane thus obtained. 

 

Figure S3: (a) CCD image of the suspended metamaterial Si membrane with the heaters. The 

dashed red and blue boxes show the SiNx region, the ΔT of which was used as a reference for the 

transient calibration. (b) Ctr map obtained from the transient calibration method. (c) Raw 

thermoreflectance signal from the membrane when heating the right side (here the average Si Ctr is 

applied to obtain the ΔT), and (d) the actual temperature obtained on the surface of the membrane 

after application of the Ctr map. It can be seen that application of the Ctr map corrects for artifacts 

obtained on submicron features leading to more accurate temperature information, and one Ctr 

cannot be used for the complete membrane, reaffirming the need for a pixel-by-pixel Ctr calibration. 
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Next, thermal characterization of the metamaterial membrane at steady state temperature was done 

by turning on one of the heaters to observe the heat flow across the membrane. Thermal images 

were taken at 20 µs (at 10% duty cycle) when the devices reached their peak temperature (as shown 

by the simulation in Fig.S4(b)). A longer time averaging (~3600 seconds) was used for the capture 

of the data to reduce the noise. The raw thermoreflectance data is plotted in Figure S3(c), whereas 

(d) shows the actual temperature map after application of the Ctr. 

 

 

Figure S4: (a) Measured cooling of the left (blue) and right (red) SiNx regions on the heater pad. 

They were heated for 20 µs and then turned off. The highest temperature can be seen at ~19 µs 
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when the heater is ON, followed by subsequent cooling with the lowest ΔT ~ 669 µs. These 

temperatures were recorded using transient thermoreflectance imaging. (b) Simulation for the Si 

bilayer cloak shows that the device reaches a peak steady state temperature at ~20 µs. The FEM 

simulations were done in ANSYS for the device shown in Fig. 1b using the thermal conductivities 

of 2, 40, 70 W/m-K. This heating time was also used for measurements of the quadlayer cloak. 

 

TRI measurement uncertainty discussion 

To ensure high signal-to-noise ratios, TRI measurements are averaged over time, with typical 

averaging times being ~30 minutes or more. These long averaging times reduce the standard error 

of the measurement due to random noise to ~0.1K, as stated by TRI system specifications, and is 

similar to previous TRI measurements of bulk samples. Although this random error is appealingly 

small, averaging cannot eliminate potential uncertainties due to systematic errors or offsets (i.e. in 

general, measurements can be precise without necessarily being accurate). Surface roughness is 

one such systematic error source for TRI measurements [8]. Another potential source of error is 

device tilting. We now discuss the steps taken to minimize these potential systematic errors.  

Surface roughness can affect the thermoreflectance coefficient because the incident light is not 

scattered specularly from the surface. To reduce the error due to surface roughness in the 

calibrations, the (single-value) calibration  thermoreflectance coefficients Ctr of the SiN and the Pt 

pads are averaged over the largest possible pixel area available within the material analyzed.  

Care is taken to avoid edges and defects while selecting this averaging area. For the thermal 

cloak, a Ctr map is extracted using the transient calibration method and used with the reflectance 

map to obtain a pixel by pixel temperature map, fully accounting for non-uniformities in the 

thermoreflectance coefficient on the thermal cloak. 

 Another potential source of error is non-uniformity in the measurement of reflected light due to 

device tilts. To reduce this tilting effect, it is ensured that the TRI stage holding the device under 
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test is levelled and isolated from vibrations. In addition, the TRI system used for these 

measurements includes piezo stages and auto focus to enable adjustments in case of device tilting 

and movement for small distances (~ 1 𝛍m) and angles (~2 degrees). Furthermore, using local 

heating of the membrane for transient calibration  reduces the impact of thermal expansion related 

effects, which are commonly seen for global heating calibrations and could potentially lead to 

drifts and artifacts.  

Lastly, as discussed in the manuscript, the TRI images in Fig. 3 display noticeable asymmetries. 

Similar asymmetries were observed in TRI images of other thermal cloaks that we fabricated, and 

this temperature asymmetry was also seen in the same pristine device before patterning of the 

cloak (indicating that the cloak patterning process did not introduce the asymmetry). However, no 

asymmetries were observed in control TRI experiments for pristine devices which were supported 

on substrates (rather than being released and suspended), or on previous measurements for bulk 

samples. These control experiments indicate that the origin of the asymmetries could be due to the 

non-uniform thickness of the membrane (introduced before the cloak patterning), or due to non-

uniform thermal tilts and built-in strains arising from the membrane release process. However, 

there might be other sources that contribute to the asymmetry as well, which warrants further 

investigation when studying temperature mapping of suspended membranes.  

 

 

Verifying validity of thermal conductivity measurement 

The underlying analytical model for extracting the device thermal conductance 𝑮 from the 

measured data assumes that both the micro-heater and the sensor pads are isothermal. Of course, 

because heat is flowing from the pad to the sample, the pad can never be completely isothermal; 

however, if the device thermal resistance is sufficiently large, then the majority of the temperature 
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drop occurs over the device, (rather than inside the pad), and the approximation is valid. In our 

experiments, the worst-case deviation from this idealized case would occur for the pristine device, 

which has a thermal resistance of 𝑹𝐝𝐞𝐯 =
𝑳

𝜿𝒘𝒕
= 𝟏. 𝟐 ∗ 𝟏𝟎𝟔 𝐊

𝐖
, where 𝑳 = 𝟐𝟎𝛍𝐦 is the device 

length, 𝒘 = 𝟐 𝛍𝐦 is the device width, 𝒕 = 𝟏𝟐𝟎 𝐧𝐦 is the device thickness, and 𝜿 = 𝟔𝟕
𝐖

𝐦𝐊
 is the 

pristine conductivity at room temperature. We estimate the thermal resistance due to heat flow 

constriction from the pad into the device to be 𝑹𝐩𝐚𝐝−𝐝𝐞𝐯𝐢𝐜𝐞 = 𝟗. 𝟐 ∗ 𝟏𝟎𝟒 𝐊

𝐖
; this estimate was 

obtained using an analytical solution for the constriction resistance between two rectangular 

channels with equal 𝜿 (Eq. 3.140 in Ref .[9]) for the case where the constriction ratio is equal to 

𝒘

𝒘𝐩𝐚𝐝
, where 𝒘𝐩𝐚𝐝 = 𝟑𝟎 𝛍𝐦 is the pad width. This 𝑹𝐩𝐚𝐝−𝐝𝐞𝐯𝐢𝐜𝐞 estimate is conservative because it 

considers only heat transfer through the monolithic silicon portion of the pad, neglecting the 

parallel heat flow pathways through the SiNx and Pt on top of the pad, which would further 

reduce the thermal resistance of the pad. Therefore this analysis indicates that because the device 

thermal resistance 𝑹𝐝𝐞𝐯 is at least an order of magnitude larger than the spreading resistance 

𝑹𝐩𝐚𝐝−𝐝𝐞𝐯𝐢𝐜𝐞 in all cases, the isothermal pad approximation is reasonable. This conclusion is further 

supported by the good agreement between the measured pristine 𝜿 and previous silicon thin film 

measurements [10]. 

 

Demonstration of thermal rectification with IWMT 

Thermal rectification, which occurs when heat flow experiences higher resistance in one direction 

than in the opposite direction, can be realized in a device called a thermal diode. Thermal diodes 

can find application, for example, in solid-state refrigeration cycle utilizing the magnetocaloric or 

electrocaloric effect. The thermal diode allows for strong thermal coupling when heat is pumped 

out of the refrigerator, while partially blocking undesirable heat backflow into the refrigerator 

during other portions of the cycle [11]. One way to realize the thermal rectification is a “junction 
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thermal diode”, consisting of two segments with (T) that have very different temperature trends 

[12, 13]. According to Ref.[13], in the ideal case when the thermal resistances of the left and the 

right segments are matched, and if their thermal conductivities depend on temperature as 𝛋𝐋(𝐓) ∝

𝐓𝐧𝐋 and 𝛋𝐑(𝐓) ∝ 𝐓𝐧𝐑 , it is expected that the thermal rectification is proportional to the 

temperature bias as 𝛄 =
(𝐧𝐋−𝐧𝐑)

𝟒
𝚫. Here 𝛄 =

𝐐𝐋𝐑−𝐐𝐑𝐋

𝐐𝐋𝐑
 is the thermal rectification, and 𝚫 =

𝐓𝐇−𝐓𝐂
𝟏

𝟐
(𝐓𝐇+𝐓𝐂)

 

is dimensionless thermal bias. In these equations, the subscription “L” and “R” stand for the left- 

and the right-hand side, respectively, and “H” and “C” stand for the hot and cold side, 

respectively.  

The Si membrane in the IWMT can be irradiated with different doses to form a junction thermal 

diode. As shown in Fig. S5(b), the membrane was irradiated in the two segments with 1014 and 

1018 ions/cm2 doses, which provided a ratio in  of 28.5 at 200 K. For maximal thermal 

rectification, the length ratio of the two segments was set also at 28.5. A thermal rectification ratio 

of 2.4% was observed at 200K with 30K temperature bias of the device, as shown in Fig. S5(c). 

Fitting of the data in Figure S5(c) and (d) yields 𝜸 = 𝟎. 𝟏𝟔 𝚫.  

The (T) data in Fig.S5(a) gives best-fit temperature dependence of 𝜿𝑳(𝑻) ∝ 𝑻−𝟎.𝟑𝟕 and 𝜿𝑹(𝑻) ∝

𝑻𝟎.𝟐𝟒 near 200 K. Hence, a relationship of 𝜸 = 𝟎. 𝟏𝟓 𝚫 is expected. This is in good agreement 

with the experimental data in Fig.S5(e).  

 



16 

 

 

Figure S5: A thermal diode created by selective He+ ion irradiation. (a) Thermal conductivity of 

the Si membrane as a function of temperature for various irradiation doses. Arrows show the two 

doses that are used for irradiation in the diode demonstration. (b) SEM image of the selectively 

irradidated Si membrane creating two segments of 1014 and 1018 ions/cm2 doses, respectively. The 

membrane is 30 m long and 2.3 m wide. (c) Heat flow through the device (Q) as a function of 

temperature bias (T) at a base temperature of 200 K. Blue (red) data points correspond to the 

case of heat flow direction from right (left) to left (right).  (d) The heat flow asymmetry Q-Qave 

plotted as a function of T, where Qave = (QLR+QRL)/2 is the averaged heat flow. (e) 

Experimentally measured thermal rectification () as a function of dimensionless thermal bias (). 

The line is a linear fit, which yields  = 0.16, in good agreement with the theoretical prediction 

of  = 0.15. 

 

 



17 

 

Experimental heat flux mapping in the thermal cloaks 

Thermal cloaks route heat flow away from the cloaked object, meaning that the magnitude 

of the heat flux should be much larger in the cloak region than within the central cloaked object. 

We illustrate this heat flux routing using our experimental TRI temperature map 𝑇(𝑥, 𝑦) to obtain 

a local heat flux map 𝑞𝑥(𝑥, 𝑦). First, we smooth the TRI 𝑇(𝑥, 𝑦) image before evaluating 
𝑑𝑇

𝑑𝑥
 

numerically using a central-difference method.  Smoothing the data by taking a moving average 

of the temperature profile over a square 600 by 600 nm averaging window reduces the variation 

in  
𝑑𝑇

𝑑𝑥
 due to experimental noise. To obtain 𝜅(𝑥, 𝑦) for regions (i), (ii) and (iii), we use our 

experimentally measured values of 𝜅 for uniformly irradiated silicon membranes of the same film 

thickness and dose. We then obtain the x-direction heat flux 𝑞𝑥(𝑥, 𝑦) using Fourier’s law, 𝑞𝑥 =

−𝜅
𝑑𝑇

𝑑𝑥
 .  

In Fig. 3 of the main text, we plot the magnitude |𝑞𝑥(𝑥, 𝑦)| over a limited range of values 

to emphasize the difference between the heat flux in the central object and in the pristine regions 

of the cloak. The clipped values of |𝑞𝑥(𝑥, 𝑦)| which are larger than the upper range of the color 

map are represented in gray rather than in color. Most of these clipped regions have large values 

of |𝑞𝑥(𝑥, 𝑦)| due to experimental artifacts from contamination or from the TRI temperature 

measurements within the heavily irradiated region (iii). We chose to plot the magnitude of the x-

component of the heat flux 𝑞𝑥 in Fig. 3, rather than the magnitude of the total heat flux 𝑞 =

‖𝜅∇𝑇‖ because we found that 𝑞𝑥 was less sensitive than 𝑞 to edge effects in the numerical 

derivative near the edges of the suspended membrane.  
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Quadlayer thermal cloak simulations 

In addition to the bilayer cloak shown in Fig. 2a and Fig. 2b, we also designed a quadlayer cloak 

with two separate irradiated regions. The experimental results for the temperature and heat flux 

are shown in Fig. 3c, and the numerical predictions are shown in Fig. S6. For this device, 𝐿 =

30 μm, 𝑤 = 25 μm, and the radius of the inner region is 6.9 μm. The radial width of each 

irradiated region is 350 nm, and the thickness of each pristine region is 2.45 μm.  

 

Figure S6: Simulated (a) temperature profile and (b) heat flux 𝒒𝒙 maps for the quadlayer cloak.  

 

Negligible heat flux in the cloaked region at different levels of total heat flux 

We applied different heat fluxes to the quadlayer thermal cloak, and observed the temperature maps 

using TRI. Figure S7 shows that with increase in temperature bias, the heat flux through the 

membrane increases, but the temperature gradient in the cloaked region remains nearly the same, 

proving the thermal cloaking capability of the device.  

The temperature vs. position linecut in Fig S7 shows dips in temperature profile in and around the 

high irradiation intensity rings due to artifacts. With the dimensions of the the rings being close to 

diffraction limits (TRI measurements use blue light of λ= 470 nm and the thickness of the rings 

for the quadlayer device is ~250 nm), edge effects from these features and their boundaries lead to 

incorrect temperature estimation at these regions. In the absence of these artifacts, the black 
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dashed lines would indicate a close estimation to the temperature gradient on the highly irradiated 

regions. 

 

Figure S7: Temperature map of a quadlayer cloak at different heat flux (by increasing 

temperature bias). It can be seen that although the total heat flux and temperature bias are 

increased, the temperature linecut in the cloaked region remains flat. This indicates that the heat 

flux in the region is nearly zero and insensitive to the imposed thermal gradient, which proves the 

function of thermal cloaking. The dips in the temperature profile on either side of the central 

region are artifacts due to edge effects at the boundaries at regions of high irradiation intensity, 

where the TRI signal is not reliable. The black dashed lines have been drawn to show what would 

be a close estimation of temperature profile in absence of the artifacts on and around high 

irradiation intensity rings. 
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